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Abstract:A semi-automatic SAR sea ice classification algorithm is described. It is based on combining 

the information in the original SAR data with those in the ‘image’ products derived from it, such as 

namely Power-to-Mean Ratio (PMR), the Gamma distribution and the second order texture parameter 

entropy, inertia and uniformity, respectively. The technique used to fuse the information in these prod-

ucts is based on a method called Multi Experts – Multi Criteria Decision Making (ME-MCDM) fuzzy 

screening. The Multiple Experts in this case are the above six ‘image’ products. The two criteria used 

currently for making decisions are the Kolmogorov-Smirnov (KS) distribution matching and the statisti-

cal means. The algorithm classifies an image into any number of pre-determined surface classes. The 

representative classes of the latter are manually identified by the user in the individual images.  

 

In the context of the GreenICE project, this algorithm was tested using the Radarsat SAR acquired dur-

ing the GreenICE 2003 – 2004 field campaigns. In this case the algorithm was used to estimate the per-

centage of open water, leads, ridges, new ice and old ice in the individual SAR images which have pixel 

size in the range 6.25 m – 25.0 m. The results obtained using the classification scheme were consistent 

with expectations such as, for example, detecting significantly more ridges in the 2004 data from north 

of Greenland (≈ 80 ºN) than in the 2003 ice camp from north of Spitsbergen. Further, ice types are indi-

cation of ice thickness and it was found that the region near the ice camps consists of ≈75 % - 85 % mul-

tiyear ice which typically has thickness ≈ 3m- 6 m. The possible strengths and weakness of the current 

classification algorithm and those based on SAR images in general are discussed. 

 

Introduction 

In recent years satellite image classification and multi sensor data fusion based on neural networks (NN) 

and fuzzy set theory have received much attention in the open literature (Zadeh, 1965, Kohonen et. al., 

1995, Masselli et. al., 1995, Atkinson and Tatnall, 1997, Chanussot et. al., 1999, Solaiman et. al., 1999, 

Tupin et. al., 1999, Andrefouet et. al., 2000, Pal et. al., 2000, Tupin et. al., Melgani et. al., 2000, Wu and 

Linders, 2000, Moore et. al., 2001, Zhang and Foody, 2001). One of the main reason why NN has gained 

popularity over the more traditional statistical approaches is that the former is distribution free i.e., no 

prior knowledge of the distribution(s) underlying the different surface classes are needed for classifica-

tion, only the actual data. There are several different types of NN and one thing they all have in common 

is that they all require the training of the network (Atkinson and Tatnell, 1997). The training can be su-

pervised or un-supervised. The supervised training algorithms include those based on Multi-Layer Per-

ceptron (MAL) using feed - forward concept and those using the feed – back neural network, for exam-

ple the so-called Hopfield network (Atkinson and Tatnell, 1997). In these algorithms prior data sets of 

known classes are required. In the case of MAL, the training of the network involves the fine tuning of 

the weights of the connections, while in the case of the Hopfield network, the output from the nodes are 

fed back into the input. In the unsupervised training network no prior information is provided about the 

desired classification, the network learns itself so to speak. The Organising Topological Map is an ex-

ample of this type of unsupervised network (Atkinson and Tatnell, 1997). 

 

In the neural network approach a given unknown pixel or a region is classified into one of the pre-

defined classes. In other words, a given pixel is either a full member of a particular class or is not a 

member. This is one of the disadvantage with using a NN approach, as in many cases data are mixed i.e., 

an unknown pixel may partially belong to several classes as the boundary between them may not be 

sharp. Fuzzy set theory explore this concept. In the fuzzy classification schemes, a given pixel can par-

tially belong to several classes. In this case the contribution of each class in the pixel or a region must be 
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estimated. Some of the most well known algorithms based on fuzzy theory are the hard and fuzzy-c 

means (HCM, FCM) clustering algorithms used for image segmentation (Pal et. al., 2000). Since its first 

introduction by Zadeh (1965), fuzzy set theory has invaded into many other fields beside fuzzy classifi-

cations, which include fuzzy control systems, fuzzy image processing (Melgani et. al., 2000). 

 

One of main aim of the EU financed GreenICE project is to estimate the thickness of sea ice (Wadhams , 

2001). In the context of this project, satellite Radarsat SAR data is to be used for, amongst others, to 

relate sea ice thickness to those measured by other sensors such as airborne laser profiling. Since direct 

measurement of sea ice thickness using SAR is not possible, if, however, the age of the ice is known 

then it can be used to infer its possible thickness. Typically, first, second and multi - year ice are  ≈ 1m , 

≈ 2m, ≈ 3 – 5 m in thickness. This task of determining the observed ice types is best carried out using 

reliable SAR image classification algorithm. 

 

The scheme used to classify SAR images acquired during the GreenICE field 2003 -2004 campaigns is 

called the Multi Experts – Multi Criteria Decision Making (ME-MCDM) (Gill, 2002a) fuzzy screening 

method. This method was selected as it was found to be very flexible with potential to include auxiliary 

information which could be relevant for image classification. In particular, it allowed for having multiple 

experts (the texture image products discussed below), any number of image surface classes (called alter-

natives), possibility to use multiple decision making criteria and to associate importance to each of them. 

The scheme also allowed the user to determine how many experts have to agree before a region is relia-

bly classified. The method is originally due to Yager (1993) and “is useful in environments in which we 

must select, from a large class of alternatives, a small subset to be further investigated”. It is well suited 

for SAR image classification because it allows for fusing the information in the original SAR image with 

that contained in the statistical and texture image products derived from it, namely, Power-to-Mean Ra-

tio (PMR), Gamma probability distribution function (Gamma-pdf) and the second order texture parame-

ters such as entropy, inertia and uniformity (Gill, 2001, 2002b, Gill and Valuer, 1999). The latter  prod-

ucts are found to contain useful supplementary information which is often useful in discriminating be-

tween the different surface cover types (Gill, 2001).  

 

The full details of the ME-MCDM fuzzy screening method has already been given and thus will not be 

given here (Gill, 2002a). However, it is useful to know the main components of ME-MCDM classifica-

tion scheme. These are summarised below together with the computational procedure. 

 

The main components of the ME-MCDM fuzzy screening method are the: 

1. Experts – the image products (e.g., AMPLITUDE, GAMMA-pdf, PMR, ENTROPY (ENT), 

INERTIA (INER), UNIFORMITY (UNIF)) used in the image classification. 

2. Alternatives – The number of different surface classes into which the SAR image is to be classi-

fied. In the present case 5 surface classes were chosen: open water, leads, ridges, new and old sea 

ice. 

3. Criteria – necessary to make decisions by the experts about the possible alternatives. Currently 2 

criteria are used and these are the Kolmogorov – Smirnov (KS) distribution matching and the sta-

tistical means comparison tests. 

 

Computational procedure. 

1. Compute the 6 image product (AMP; GAMMA-pdf, PMR, ENT, INER and UNIF). 

2. Manually identify on a computer screen the surface classes into which the SAR image is to be 

classified. Store the values of these different classes. 

3. By using a N × N test window in each of the 6 products, compute the scores of each of the above 

class using each of the above 2 criteria. 
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4. Use the fuzzy screening rules to aggregate the scores for each class from each of the 6 products 

for the test window. This will result in the overall scores for each class for the test window. 

5. Hard classify the overall scores for the test window by de-fuzzying the results. This is achieved 

by taking the class that has the maximum overall score. 

6. Steps 3 – 5 are repeated for the entire image by sliding the above N × N window across the im-

age. 

 

The SAR classification scheme discussed above is sketched in figure 1 below. 

 

Figure 1. Shows the sketch of the SAR image classification using the fuzzy screening method. In the figure the number 

of surface classes are 5 (open water, leads, ridges, new and old ice), number of experts are 6 (AMP, PMR, GAM 

(=GAMMA_pdf), ENT,  INER and UNIF. The 2 criteria used are the KS and the statistical means. For the sake of 

illustration only the ratings for each class by AMP is shown in the figure. 

 

Results and discussion 

This consists of, for the purpose of illustrating the method, a classification of the Radarsat Standard 

Mode (SGF) image from 11
th

 April 2003 shown in Fig. 2 (left side). This image is from North of Spits-

bergen acquired during the GreenICE 2003 ice camp. The image product is ≈100 km X 100 km in size 

with 12.5 meter pixel size. It has been chosen because it is relatively easy to interpret manually which 

can then be used to ascertain the performance of the algorithm qualitatively. Detailed examination of the 

image shows that it contains essentially 3 surface types: old multiyear ice floes, new ice and open leads. 

The classified image is shown on the right side in fig. 2. Qualitative comparison of the classified image 

with the original image shows that the classification appears to be reasonable.  
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Figure 2 shows the geo-coded original SAR from 11

th
 April, 2003 and its classification into 5 surface types.  The  image 

is approximately of size 100 km  X 100 km.  

 

According to the classification algorithm the image contained ≈ 64 % of old ice, ≈ 34% new ice, ≈ 0.7% 

ridges, ≈ 1.5% leads. The latter are a mixture of water and new ice pixels.   

 

Similarly, the classification of the entire Radarsat data acquired during the GreenICE 2003 (north of 

Spitsbergen) and 2004 (north of Greenland at ≈ 80 ºN) ice camps were carried out. The results are sum-

marised in table 1 below. In interpreting these results it is important to bear in mind that the ice regimes 

and their dynamical movements during the periods of the two camps were very different. The 2003 ice 

camp was established near the ice edge and was facilitated by the Polarstern cruise, while the 2004 ice 

camp was established near an aircraft landing  airstrip ≈ 100 km north of the Canadian airport of Alert in 

nearly 100 % sea ice regime. This is reflected in the overall classified results for the 2 ice regimes. 

Namely that, as anticipated, the percentage of new ice which includes refrozen leads and open water is 

higher in the 2003 data than in the 2004 data. Further, as anticipated, the percentage of ridges, which are 

defined as regions with very high backscatter values, are much higher in the data from north of 

Greenland than from north of Spitsbergen. In particular, the percentage of ridges in the sea ice regime in 

north Greenland was in the range ≈ 3 % - 17 % while in the north of Spitsbergen it was < 1.4 % in all the 

Radarsat images. Finally, at first glace the classification results for the 14
th

 April 2003 appear suspect as 

it only gives ≈ 58 % for old ice and ≈ 27 % for open water. However, the SAR image for that date was a 

lower resolution 25 m pixel size ScanSAR narrow image of a much larger area (≈ 300 km X 300 km) at 

the sea ice – open water boundary and contained significant open water regions.  
 

Excluding the classification results from 14
th

 April 2003 for the reason listed above, it can be seen from 

the table that the percentage of old multi-year in the vicinities of the ice camps were typically in the 

range ≈ 75 % - 85 %. These ice types are typically ≈ 3 m – 6 m in thickness, with average ≈ 3m for the 

entire Arctic. New ice types , ridges, and leads were in the range ≈ 3 % - 34 %, ≈ 0 % - 17 %, 0 % - 9%, 

respectively.  
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Table 1. Classification of RADARSAT data for 2003 – 2004 ice camps into 4 surface types in percentages.  Radarsat 

product FN3 is of size 50 km X 50 km. S7, W3 and SGF are ˜100 km X 100 km. Finally SCN are of 300 km X 300 km.  

 

Concerning the accuracy of the classification scheme it is important to ensure that the representative 

classes, identified manually by the user, do not contain impurities from other classes. This was clearly 

seen during the classification of the SAR images from the 15
th

 May 2004 where 2 images, one a fine 

beam product (FN 3) with pixel size of 6.25 m and the other SGF image (pixel size = 12.5 m), were ac-

quired over the same ground area but different acquisition times. It was found that the initial classifica-

tion of the same sea ice regime observed in the 2 images did not agree too well. It was later found that 

the reason for this disagreement was that the representative classes of some ice types, identified by the 

user, were contaminated by impurities from other classes. Based on this experience the representative 

classes used to classify images were re-examined to ensure that they did not contain impurities from 

other classes. The main point to conclude from this is that the performance of the algorithm is only as 

good as the quality of the representative classes identified by the user. 

Further, it was found that the classification results are not very reliable in the near range of the SAR im-

ages. The reason for this are the well known high pixel values due to steep radar incidence angles in the 

near range of the SAR images. This is one of the reason (the other is the low resolution of the SAR im-

age product used) why the estimates of the ridges based on ScanSAR narrow images from 7
th

 and 10
th

 

May 2004 are unusually high and should be treated with caution. The SGF and other high resolution 

Radarsat products acquired for the ice camps had radar surface incidence ≥ 30 º which are sufficient for 

reliable classification.  For improved classification the radar images should be corrected for this inci-

dence angles effects prior to classification.  

 

It was found that the KS criterion was more effective at discriminating between the different ice classes 

than the simple statistical means. To account for this fact more importance was accorded to the KS crite-

rion in the algorithm. However, the KS test has its own limitations: (i) it is most sensitive around the 
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median of the cumulative distribution function and less sensitive at the tail ends, and (ii) it cannot dis-

criminate between all types of distributions, such as a distribution with 2 maxima. 

One of the main weakness of the current or for that matter any other SAR image classification scheme 

based on single polarisation or frequency data, is that unambiguous criteria or texture parameters that 

discriminate between different surface types in different meteorological surface weather conditions have, 

so far, not been identified. All the parameters used in the current classification; amplitude, power-to-

mean ratio, Gamma-pdf, entropy, uniformity and inertia (and others), are also ambiguous. More specifi-

cally, none of them have unique values for the different ice types during the different weather conditions 

observed in the region, especially in different surface winds conditions and surface temperatures. Thus 

until more robust criteria and or parameters are found that are better at discriminating between the dif-

ferent surface types in different weather conditions, situations will arise when the classification schemes, 

such as the one used in here, do not give very reliable results. 

 

The effectiveness of using surface types identified in one SAR image to classify a SAR image of the 

same (and different) region, from another day, was also investigated. The results found were not very 

encouraging. The main reason for this is that the different image classes are too sensitive to the radar 

incidence angles, i.e., their position in the across range direction. Another important reason is that the 

statistical characteristics of the surface classes can, in the time between the 2 images, undergo significant 

changes (due to meteorological conditions).  

 

Finally it should be recalled that in the ME-MCDM model it is assumed that all experts are independent 

and have same importance. This assumption is not strictly satisfied as all the 6 products are derived from 

the same original SAR image. In the future it is planned to undertake combined Radarsat and ENVISAT 

-ASAR image classification and thus relaxing the above assumption. Results of this investigation will be 

reported in the near future. 

 

Acknowledgements 

This work was supported by the European Commisions 5
th

 framework programme; GreenICE (EVK2-

2001-00280). 

 

Reference 

Andrefouet S., Roux L., Chancerelle Y., and Bonneville A., 2000, ”A Fuzzy-Possibilistic Scheme of 

Study for Objects with Indeterminate Boundaries: Application to French Polynesian Reefscapes”, IEEE 

Trans. Geoscience and Remote Sensing, vol. 38, no. 1, page 257. 

 

Atkinson P. M., and Tatnall A. R. L., 1997, “Neural network in remote sensing”, INT. J. REMOTE SENS-

ING, vol. 18., no. 4, pp 669 – 709. 

 

Bendjebbour A., Belignon Y., Fouque L, Samson V. and Pieczynski W., 2001, “Multisensor Image 

Segmentation Using Dempster-Shafer Fusion in Markov Fields Context”, IEEE Trans. Geoscience and 

Remote Sensing, vol. 39, no. 8, page 1789. 

 

Chanussot J., Mauris G., and lambert P., 1999, “Fuzzy Fusion Techniques for Linear Features Detection 

in Multitemporal SAR Images”,  IEEE Trans. Geoscience and Remote Sensing, vol. 37, no. 3, page 

1292. 

 

Fuller R., 1996, “Lecture notes for the course Fuzzy decision making”, Department of operations research, 

Eotvos Lorand university. http//www.abo.fi/~rfuller/fdm.html 

 



 

 7 

Gill R. S., Nielsen P. and Valeur H. H.:  Evaluation of the ERS.SAR high resolution precision images in 

the operational mapping of sea ice in the Kap Farvel waters , Proceedings of the Second ERS Applica-

tion workshop, London 6
th

. - 8
th

. , 1995. 

 

Gill R. S. and Valeur H. H. (1999). “Ice cover discrimination in the Greenland waters using first-order 

texture parameters of ERS SAR images”, Int. J. Remote Sensing, vol. 20, no. 2, pp. 373 - 385. 

 

Gill R. S., Rosengreen M. K: and Valeur H. H. (2000). “Operational Ice Mapping with RADARSAT for 

ship navigation in the Greenlandic Waters”, Canadian Journal of Remote Sensing, vol. 26, No. 2, pp. 

121 - 132. 

 

Gill R. S., (2001). “Sea Ice Edge and Icebergs Detection using routine operations”. Canadian J. REMOTE 

SENSING, special issue on Sea Ice and Icebergs, ivol. 27, no. 5, pp 411 – 432. 

 

Gill R. S., 2002a, “SAR ice classification using fuzzy screening method”, DANISH MET. SCIENTIFIC 

REPORT, 02 -12. 

 

Gill R. S., 2002b, “SAR surface classification using distribution matching”, DANISH MET. SCIENTIFIC 

REPORT, 02 -08. 

 

Haverkamp D. and Tsatsoulis C., 1999, “Information Fusion for estimation of Summer MIZ Ice Concen-

tration for SAR Imagery”, IEEE Trans. Geoscience and Remote Sensing, vol. 37, no. 3, page 1278. 

 

Haverkamp D. and Tsatsoulis C., 1995, “A comprehensive, Automated Apporach to Determining Sea 

Ice Thickness from SAR data”, ”, IEEE Trans. Geoscience and Remote Sensing, vol. 33, no. 1, page 46. 

 

Kohonen, T., Hynninen, J., Kangas, J., Laaksonen, J., and Torkkola, K., 1995, “LVQ-PAK: the learning 

vector quanitsation program package, version 3.1. technical Report, Laboratory of Computer and Infor-

mation Science, Helsinki University of technology, Finland. 

 

Leen-Kait Soh, Haverkamp D. and Tsatsoulis C., 199?, “Separating Ice – water Composites and Com-

puting Floe Size Distributions”, ….. where published ? 

Korsnes R., 1993, “Quantitative analysis of sea ice remote sensing imagery”, INT. J. REMOTE SENS-

ING, vol. 14, no. 2, 295 – 311. 

 

Masselli F., Conese C., Filippis F. D., and Norcini S. 1995, “Estimation of Forest Parameters Trough 

Fuzzy Classification of TM Data”, IEEE Trans. Geoscience and Remote Sensing, vol. 33, no. 1, page 77. 

 

Melgani F., Bakir A. r. Al Hasheny, and Taha S. M. R., 2000, “An Explicit Fuzzy Supervised Classifica-

tion Method for Multispectral Remote Sensing Images”,  IEEE Trans. Geoscience and Remote Sensing, 

vol. 38, no. 1, page 287. 

 

Moore T. S., Campbell J. W., and Feng H., 2001, “AFuzzy Logic Classification Scheme for Selecting 

and Blending Satellite Ocean Colour Algorithms”, IEEE Trans. Geoscience and Remote Sensing, vol. 

39, no. 8, page 1764. 

 

Pal S. K., Ghosh A., Shankar B. U., 2000, “Segmentation of Remotely Sensed Images with Fuzzy 

Thresholding  and Quantitative Evaluation”, INT. J. REMOTE SENSING, vol. 21, no 11, 2269 – 2300. 

 



 

 8 

Solaiman B., Pierce L. E., and Ulaby F. T., 1999, “Multisensor Data Fusion Using Fuzzy Concepts: Ap-

plication to Land – Cover Classification Using ERS-1/JERS-1 SAR Composites”, IEEE Trans. Geo-

science and Remote Sensing, vol. 37, no. 3, page 1316. 

 

Tupin F., Bloch I., and Maitre H., 1999, “A First Step Toward Automatic Interpretation of SAR Images 

Using Evidential Fusion of Several Structure Detectors”, IEEE Trans. Geoscience and Remote Sensing, 

vol. 37, no. 3, page 1327. 

 

Wadhams P., 2001, “Greenland Artic Shelf ice and climate experiment”, acronym GreenICE, EU pro-

posal number EVK2-2001-00280. 

 

Wu D and Linders J., 2000, “Camparison of three different methods to select feature for discriminating 

forest cover types using SAR imagery”, INT. J. REMOTE SENSING, vol. 10, no. 10, 2089 – 2099. 

 

Yager R. R., 1993, “Fuzzy Screening Systems”, in R. Lowen and M. Roubens eds., Fuzzy Logic: State 

of the Art (Kluwer, Dordrecht), pp. 251 – 261. 

 

Zadeh L. A., 1965, “Fuzzy sets”, Inform. Contr. Vol. 8, pp. 338 – 353. 

 

Zhang J., and Foody G. M., 2001, “Fully-fuzzy supervised classification of sub-urban land cover from 

remotely sensed imagery: statistical and artificial neutral network approaches”, INT. J. REMOTE 

SENSING, vol. 22, no 4, 615 – 628. 

 


